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SANDWICH RESULTS FOR MULTIVALENT FUNCTIONS

DEFINED BY GENERALIZED SRIVASTAVA-ATTIYA

OPERATOR

ADELA O. MOSTAFA, TEODOR BULBOACĂ AND MOHAMED K. AOUF

Abstract. The paper contains new results in the field of Geometric Function

Theory of one variable functions, specially connected with the concepts of
differential subordinations and superordinations, and that could be used for

further investigation in this area.
We defined a new subclasses of analytic multivalent functions in the open

unit disk D with the aid of the generalized well-known Srivastava-Attiya oper-

ator obtained by a convolution product with the general Hurwitz-Lerch Zeta
function.

For the functions belonging to these subclasses we obtain sharp subordi-

nation and superordination results, that generalizes some previous well-known
subordination properties obtained by different authors. The main results are

followed by some particular cases obtained for special choices of the param-

eters, some of them being connected with the Janowski type functions. The
technique used in the proofs is based on the general theory of differential sub-

ordinations and superordination initiated and developed by S.S. Miller and P.
T. Mocanu.

We emphasize that these results are sharp in the sense that there are the

best possible under the given assumptions of our theorems and corollaries,
that is the dominants cannot be improved. These new results generalizes some

previous well-known subordination properties obtained by different authors.

1. Introduction

Let A(p) denote the class of functions of the form

f(z) = zp +

∞∑
k=1

akz
k+p, (1)
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which are analytic and multivalent in the unit disc D := {z ∈ C : |z| < 1}, and let A :=
A(1).

If f and g are analytic functions in D, we say that f is subordinate to g, written
f(z) ≺ g(z), if there exists a Schwarz function w, which (by definition) is analytic in D
with w(0) = 0, and |w(z)| < 1 for all z ∈ D, such that f(z) = g(w(z)), for all z ∈ D.
Furthermore, if the function g is univalent in D, then we have the following equivalence
(see [7]):

f(z) ≺ g(z) ⇔ f(0) = g(0) and f(D) ⊂ g(D).
Let H(D) denotes the class of analytic functions in the open unit disc D, and let H[a, p]

denotes the subclass of the functions f ∈ H(D) of the form

f(z) = a+ apz
p + ap+1z

p+1 + . . . (a ∈ C) .

Suppose that h and g are two analytic functions in D, and let the function

φ(r, s, t; z) : C3 × D → C.

If h and φ
(
h(z), zh′(z), z2h′′(z); z

)
are univalent functions in D, and if h satisfies the

second-order superordination

g(z) ≺ φ
(
h(z), zh′(z), z2h′′(z); z

)
, (2)

then g is called to be a solution of the differential superordination (2). A function q ∈ H(D)
is called a subordinant of (2), if q(z) ≺ h(z) for all the functions h satisfying (2). A
univalent subordinant q̃ that satisfies q(z) ≺ q̃(z) for all of the subordinants q of (2), is
said to be the best subordinant.

In [8] Miller and Mocanu obtained sufficient conditions on the functions g, q and φ for
which the following implication holds:

g(z) ≺ φ
(
h(z), zh′(z), z2h′′(z); z

)
⇒ g(z) ≺ h(z).

Recently, Shanmugam et al. ([11], [12] and [13]) obtained the such called sandwich
results for certain classes of analytic functions. Further subordination results can be
found in [16].

For functions f given by (1) and g ∈ A(p) given by g(z) = zp +
∞∑

k=1

bkz
k+p, the

Hadamard product of f and g is defined by

(f ∗ g)(z) := zp +

∞∑
k=1

akbkz
k+p.

We begin our investigation by recalling that the general Hurwitz-Lerch Zeta function
Φ(z; s, a) is defined by (see [15])

Φ(z; s, a) :=

∞∑
k=0

zk

(k + a)s
,

where a ∈ C \ Z−
0 , Z

−
0 := {0,−1,−2, . . . }, with s ∈ C when |z| < 1, and Re s > 1 when

|z| = 1.
Liu [6] defined the operator Js,b : A(p) → A(p) by

Js,b(f)(z) = Gp,s,b(z) ∗ f(z),
(
b ∈ C \ Z−

0 , s ∈ C, p ∈ N
)
, (3)

where

Gp,s,b(z) := (1 + b)s
[
Φp(z; s, b)− b−s]

and

Φp(z; s, b) :=
1

bs
+

∞∑
k=0

zk+p

(k + 1 + b)s
. (4)
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It is easy to observe from (3) and (4) that

Js,b(f)(z) = zp +

∞∑
k=1

(
1 + b

k + 1 + b

)s

akz
k+p. (5)

For p = 1 the operator Js,b reduces to Srivastava-Attiya operator Ls,b [14], and this last Ls,b

operator contains, among its special cases, the well-known integral operators of Alexander
[1], Libera [5] and Jung et al. [4].

It follows easily from (5) that

z [Js+1,b(f)(z)]
′ = (b+ 1) Js,b(f)(z)− (b+ 1− p) Js+1,b(f)(z). (6)

2. Definitions and Preliminaries

To prove our results we shall need the following definition and lemmas.
The first lemma deals with the generalized Briot-Bouquet differential subordinations:

Lemma 2.1. [7] Let q be univalent in the unit disc D, and let θ and φ be analytic in a
domain D containing q(D), with φ(w) ̸= 0 when w ∈ q(D). Set Q(z) = zq′(z)φ(q(z)),
h(z) = θ(q(z)) +Q(z) and suppose that

(i) Q is a starlike function in D,

(ii) Re
zh′(z)

Q(z)
> 0, z ∈ D.

If p is analytic in D with p(0) = q(0), p(D) ⊆ D and

θ(p(z)) + zp′(z)φ(p(z)) ≺ θ(q(z)) + zq′(z)φ(q(z)), (7)

then p(z) ≺ q(z), and q is the best dominant of (7).

The next lemma represents a recent result about Goluzin and Suffridge type of differ-
ential subordinations:

Lemma 2.2. [11] Let µ ∈ C, γ ∈ C∗ = C \ {0}, and let q be a convex function in D, with

Re

(
1 +

zq′′(z)

q′(z)

)
> max

{
0;−Re

µ

γ

}
, z ∈ D.

If p is analytic in D and

µp(z) + γzp′(z) ≺ µq(z) + γzq′(z), (8)

then p(z) ≺ q(z), and q is the best dominant of (8).

Definition 2.1. [8] Let Q be the set of all functions f that are analytic and injective on

D \ E(f), where

E(f) =

{
ζ ∈ ∂D : lim

z→ζ
f(z) = ∞

}
,

and are such that f ′(ζ) ̸= 0 for ζ ∈ ∂D \ E(f).

Lemma 2.3. [3] Let q be a univalent function in the unit disc D and let θ and φ be
analytic in a domain D containing q(D). Suppose that

(i) Re
θ′(q(z))

φ(q(z))
> 0 for z ∈ D,

(ii) h(z) = zq′(z)φ(q(z)) is starlike in D.

If p ∈ H[q(0), 1] ∩Q with p(D) ⊆ D, θ(p(z)) + zp′(z)φ(p(z)) is univalent in D, and

θ(q(z)) + zq′(z)φ(q(z)) ≺ θ(p(z)) + zp′(z)φ(p(z)), (9)

then q(z) ≺ p(z), and q is the best subordinant of (9).
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Lemma 2.4. [8] Let q be convex in D and let γ ∈ C, with Re γ > 0. If p ∈ H[q(0), 1]∩Q
and p(z) + γzp′(z) is univalent in D, then

q(z) + γzq′(z) ≺ p(z) + γzp′(z), (10)

implies q(z) ≺ p(z), and q is the best subordinant (10).

This last lemma gives us a necessary and sufficient condition for the univalence of a
special function, necessary in some particular cases:

Lemma 2.5. [10] The function q(z) = (1− z)−2ab is univalent in D if and only if
|2ab− 1| ≤ 1 or |2ab+ 1| ≤ 1.

3. Subordination results for analytic functions

Unless otherwise mentioned, we assume throughout this paper that b ∈ C \ Z−
0 , s ∈ C

and p ∈ N.

Theorem 3.1. Let q be univalent in D, with q(0) = 1, and let λ ∈ C. For λ ∈ C∗ suppose,
in addition, that

Re

(
1 +

zq′′(z)

q′(z)

)
> max

{
0;−pRe

b+ 1

λ

}
, z ∈ D. (11)

If f ∈ A(p) satisfies the subordination

λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
≺ q(z) +

λzq′(z)

p(b+ 1)
, (12)

then
Js+1,b(f)(z)

zp
≺ q(z),

and q is the best dominant of (12).

Proof. If we let

g(z) :=
Js+1,b(f)(z)

zp
,

then, by differentiating g and using the identity (6), we have

Js,b(f)(z)

zp
= g(z) +

zg′(z)

b+ 1
.

A simple computation shows that

λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
= g(z) +

λzg′(z)

p(b+ 1)
,

hence the subordination (12) is equivalent to

g(z) +
λzg′(z)

p(b+ 1)
≺ q(z) +

λzq′(z)

p(b+ 1)
.

Now, applying Lemma 2.2 with µ = 1 and γ =
λ

p(b+ 1)
, the proof is completed. □

Taking q(z) =
1 +Az

1 +Bz
in Theorem 3.1, where −1 ≤ B < A ≤ 1, the condition (11)

becomes

Re
1−Bz

1 +Bz
> max

{
0;−pRe

b+ 1

λ

}
, z ∈ D. (13)



JFCA-2023/14(2) SANDWICH RESULTS FOR MULTIVALENT FUNCTIONS 5

It is easy to check that the function φ(ζ) =
1− ζ

1 + ζ
, |ζ| < |B| ≤ 1, is convex in D, and since

φ(ζ) = φ(ζ) for all |ζ| < |B|, it follows that the image φ(D) is a convex domain symmetric
with respect to the real axis, hence

inf

{
Re

1−Bz

1 +Bz
: z ∈ D

}
=

1− |B|
1 + |B| ≥ 0. (14)

Then, the inequality (13) is equivalent to

pRe
b+ 1

λ
≥ |B| − 1

|B|+ 1
,

hence we obtain the following result:

Corollary 3.0. Let −1 ≤ B < A ≤ 1, b ∈ C \Z−
0 , and let λ ∈ C. For λ ∈ C∗ suppose, in

addition, that
1− |B|
1 + |B| ≥ max

{
0;−pRe

b+ 1

λ

}
.

If f ∈ A(p), and

λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
≺ 1 +Az

1 +Bz
+

λ

p(b+ 1)

(A−B)z

(1 +Bz)2
, (15)

then
Js+1,b(f)(z)

zp
≺ 1 +Az

1 +Bz
,

and
1 +Az

1 +Bz
is the best dominant of (15).

Theorem 3.2. Let q be univalent in D, with q(0) = 1 and q(z) ̸= 0 for all z ∈ D. Let
γ, µ ∈ C∗ and ν, η ∈ C with ν + η ̸= 0. Let f ∈ A(p) and suppose that f and q satisfy the
conditions:

ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp
̸= 0, z ∈ D, (16)

and

Re

(
1 +

zq′′(z)

q′(z)
− zq′(z)

q(z)

)
> 0, z ∈ D. (17)

If

1 + γµ

[
νz [Js+1,b(f)(z)]

′ + ηz [Js,b(f)(z)]
′

ν Js+1,b(f)(z) + η Js,b(f)(z)
− p

]
≺ 1 + γ

zq′(z)

q(z)
, (18)

then [
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

≺ q(z),

and q is the best dominant of (18). (The power is the principal one.)

Proof. Letting

g(z) :=

[
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

,

from (16) it follows that g is analytic in D and g(0) = 1. Differentiating g logarithmically
with respect to z, we get

zg′(z)

g(z)
= µ

[
νz[Js+1,b(f)(z)]

′ + ηz[Js,b(f)(z)]
′

ν Js+1,b(f)(z) + η Js,b(f)(z)
− p

]
.

Now, using Lemma 2.1 with θ(w) = 1 and φ(w) =
γ

w
, then θ is analytic in C and

φ(w) ̸= 0 is analytic in C∗. Also, if we let

Q(z) = zq′(z)φ(q(z)) = γ
zq′(z)

q(z)
,
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and

h(z) = θ(q(z)) +Q(z) = 1 + γ
zq′(z)

q(z)
,

then Q(0) = 0 and Q′(0) ̸= 0, and the assumption (17) yields that Q is a starlike function
in D. From (17) we have

Re
zh′(z)

Q(z)
= Re

(
1 +

zq′′(z)

q′(z)
− zq′(z)

q(z)

)
> 0, z ∈ D,

and then, by using Lemma 2.1 we deduce that the assumption (18) implies g(z) ≺ q(z),
and the function q is the best dominant of (18). □

Taking ν = 0, η = γ = 1 and q(z) =
1 +Az

1 +Bz
in Theorem 3.2, the assumption (17)

holds whenever −1 ≤ A < B ≤ 1, hence we obtain the next result:

Corollary 3.0. Let −1 ≤ A < B ≤ 1 and µ ∈ C∗. Let f ∈ A(p) and suppose that

Js,b(f)(z)

zp
̸= 0, z ∈ D.

If

1 + µ

[
z [Js,b(f)(z)]

′

Js,b(f)(z)
− p

]
≺ 1 +

(A−B)z

(1 +Az)(1 +Bz)
, (19)

then [
Js,b(f)(z)

zp

]µ

≺ 1 +Az

1 +Bz
,

and
1 +Az

1 +Bz
is the best dominant of (19). (The power is the principal one.)

Putting ν = 0, η = p = 1, s = 0, γ =
1

αβ
(α, β ∈ C∗), µ = α, and q(z) = (1 − z)−2αβ

in Theorem 3.2, and combining this together with Lemma 2.5 we obtain the next result
due to Obradović et al.:

Corollary 3.0. [9, Theorem 1] Let α, β ∈ C∗, such that |2αβ − 1| ≤ 1 or |2αβ + 1| ≤ 1.

Let f ∈ A and suppose that
f(z)

z
̸= 0 for all z ∈ D. If

1 +
1

β

(
zf ′(z)

f(z)
− 1

)
≺ 1 + z

1− z
, (20)

then (
f(z)

z

)α

≺ (1− z)−2αβ ,

and (1− z)−2αβ is the best dominant of (20). (The power is the principal one.)

Putting ν = 0, η = p = γ = 1, s = 0 and q(z) = (1+Bz)
µ(A−B)

B (−1 ≤ B < A ≤ 1, B ̸= 0)
in Theorem 3.2 and using Lemma 2.5, we get the next corollary:

Corollary 3.0. Let −1 ≤ B < A ≤ 1, with B ̸= 0, and suppose that

∣∣∣∣µ(A−B)

B
− 1

∣∣∣∣ ≤ 1

or

∣∣∣∣µ(A−B)

B
+ 1

∣∣∣∣ ≤ 1. Let f ∈ A such that
f(z)

z
̸= 0 for all z ∈ D, and let µ ∈ C∗. If

1 + µ

(
zf ′(z)

f(z)
− 1

)
≺ 1 + [B + µ(A−B)] z

1 +Bz
, (21)

then (
f(z)

z

)µ

≺ (1 +Bz)
µ(A−B)

B ,

and (1 +Bz)
µ(A−B)

B is the best dominant of (21). (The power is the principal one.)
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Taking ν = 0, η = p = 1, s = 0, γ =
eiθ

αβ cos ς

(
α, β ∈ C∗, |θ| < π

2

)
, µ = α and

q(z) = (1 − z)−2αβ cos θe−iθ

in Theorem 3.2, we obtain the next special case due to Aouf
et al. [2]:

Corollary 3.0. [2] Let α, β ∈ C∗ and |θ| < π

2
, and suppose that

∣∣2αβ cos θe−iθ − 1
∣∣ ≤ 1

or
∣∣2αβ cos θe−iθ + 1

∣∣ ≤ 1. Let f ∈ A such that
f(z)

z
̸= 0 for all z ∈ D. If

1 +
eiθ

β cos θ

(
zf ′(z)

f(z)
− 1

)
≺ 1 + z

1− z
, (22)

then (
f(z)

z

)α

≺ (1− z)−2αβ cos θe−iθ

,

and (1− z)−2αβ cos θe−iθ

is the best dominant of (22). (The power is the principal one.)

Theorem 3.3. Let q be univalent in D with q(0) = 1, let µ, γ ∈ C∗, and let σ, ν, η ∈ C
with ν + η ̸= 0. Let f ∈ A(p) and suppose that f and q satisfy the next two conditions:

ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp
̸= 0, z ∈ D, (23)

and

Re

(
1 +

zq′′(z)

q′(z)

)
> max

{
0;−Re

σ

γ

}
, z ∈ D. (24)

If

ψ(z) :=

[
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

(25)

·
[
σ + γµ

(
νz [Js+1,b(f)(z)]

′ + ηz [Js,b(f)(z)]
′

ν Js+1,b(f)(z) + η Js,b(f)(z)
− p

)]
and

ψ(z) ≺ σq(z) + γzq′(z), (26)

then [
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

≺ q(z),

and q is the best dominant of (26). (All the powers are the principal ones.)

Proof. Letting

g(z) :=

[
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

, (27)

then from (23) it follows that g is analytic in D, and g(0) = 1. Differentiating (27)
logarithmically with respect to z, we have

zg′(z)

g(z)
= µ

[
νz [Js+1,b(f)(z)]

′ + ηz [Js,b(f)(z)]
′

ν Js+1,b(f)(z) + η Js,b(f)(z)
− p

]
,

hence

zg′(z) = µg(z)

[
νz [Js+1,b(f)(z)]

′ + ηz [Js,b(f)(z)]
′

ν Js+1,b(f)(z) + η Js,b(f)(z)
− p

]
.

Now, let

θ(w) = σw, φ(w) = γ, w ∈ C,
Q(z) = zq′(z)φ(q(z)) = γzq′(z) z ∈ D,

and

h(z) = θ(q(z)) +Q(z) = σq(z) + γzq′(z), z ∈ D.
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Using (24), we see that Q is starlike in D and

Re
zh′(z)

Q(z)
= Re

(
σ

γ
+ 1 +

zq′′(z)

q′(z)

)
> 0, z ∈ D,

hence, by applying Lemma 2.1 the proof is completed. □

Taking q(z) =
1 +Az

1 +Bz
in Theorem 3.3, where −1 ≤ B < A ≤ 1 and according to (14),

the condition (24) becomes

max

{
0;−Re

σ

γ

}
≤ 1− |B|

1 + |B| ,

and for the special case ν = γ = 1, η = 0, the above result reduces to:

Corollary 3.0. Let −1 ≤ B < A ≤ 1 and let σ ∈ C with

max {0;−Reσ} ≤ 1− |B|
1 + |B| .

Let f ∈ A(p) and suppose that
Js+1,b(f)(z)

zp
̸= 0 for all z ∈ D, and let µ ∈ C∗. If[

Js+1,b(f)(z)

zp

]µ [
σ + µ

(
z [Js,b(f)(z)]

′

Js,b(f)(z)
− p

)]
≺ σ

1 +Az

1 +Bz
+ z

(A−B)

(1 +Bz)2
, (28)

then [
Js+1,b(f)(z)

zp

]µ

≺ 1 +Az

1 +Bz
,

and
1 +Az

1 +Bz
is the best dominant of (28). (All the powers are the principal ones.)

Another special case of Theorem 3.3 may be obtained for η = p = γ = 1, ν = s = 0

and q(z) =
1 + z

1− z
:

Corollary 3.0. Let f ∈ A such that
f(z)

z
̸= 0 for all z ∈ D, let µ ∈ C∗, and σ ∈ C with

Reσ ≥ 0. If [
f(z)

z

]µ [
σ + µ

(
zf ′(z)

f(z)
− 1

)]
≺ σ

1 + z

1− z
+

2z

(1− z)2
, (29)

then [
f(z)

z

]µ

≺ 1 + z

1− z
,

and
1 + z

1− z
is the best dominant of (29). (All the powers are the principal ones.)

4. Superordination and sandwich results

Theorem 4.4. Let q be convex in D with q(0) = 1, and λ ∈ C∗ with Re
λ

b+ 1
> 0. Let

f ∈ A(p) and suppose that
Js,b(f)(z)

zp
∈ H[q(0), 1] ∩Q. If the function

λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
is univalent in the unit disc D, and

q(z) +
λzq′(z)

p(b+ 1)
≺ λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
, (30)

then

q(z) ≺ Js+1,b(f)(z)

zp
,

and q is the best subordinant of (30).



JFCA-2023/14(2) SANDWICH RESULTS FOR MULTIVALENT FUNCTIONS 9

Proof. If we let

g(z) :=
Js,b(f)(z)

zp
, (31)

from the assumption of the theorem, the function g is analytic in D. Differentiating (31)
and according to (6), we have

g(z) +
λzg′(z)

p(b+ 1)
=
λ

p

(
Js+1,b(f)(z)

zp

)
+
p− λ

p

(
Js,b(f)(z)

zp

)
,

and then, by using Lemma 2.4 the proof is completed. □

Taking q(z) =
1 +Az

1 +Bz
in Theorem 4.4, where −1 ≤ B < A ≤ 1, we obtain the next

corollary:

Corollary 4.0. Let λ ∈ C∗ with Re
λ

b+ 1
> 0. Let f ∈ A(p) and suppose that

Js,b(f)(z)

zp
∈

H[1, 1] ∩Q. If the function

λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
is univalent in D, and

1 +Az

1 +Bz
+

λ(A−B)z

p(b+ 1)(1 +Bz)2
≺ λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
, (32)

then
1 +Az

1 +Bz
≺ Js+1,b(f)(z)

zp
,

and
1 +Az

1 +Bz
is the best subordinant of (32), where −1 ≤ B < A ≤ 1.

Using arguments similar to those used in the proof of Theorem 3.3, and then by applying
Lemma 2.3, we obtain the following result:

Theorem 4.5. Let q be convex in D with q(0) = 1, let µ, γ ∈ C∗, and let σ,Ω, ν, η ∈ C
with ν+η ̸= 0 and Re

σ

γ
> 0. Let f ∈ A(p) and suppose that f satisfies the next conditions:

ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp
̸= 0, z ∈ D,

and [
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

∈ H[q(0), 1] ∩Q.

If the function ψ given by (25) is univalent in D, and

σq(z) + γzq′(z) ≺ ψ(z), (33)

then

q(z) ≺
[
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

,

and q is the best subordinant of (33). (All the powers are the principal ones.)

Combining Theorem 3.1 with Theorem 4.4 and Theorem 3.3 with Theorem 4.5, we
deduce respectively the following sandwich results:

Theorem 4.6. Let q1 and q2 be two convex functions in D with q1(0) = q2(0) = 1, let

λ ∈ C∗ with Re
λ

b+ 1
> 0. Let f ∈ A(p) and suppose that

Js,b(f)(z)

zp
∈ H[1, 1] ∩ Q. If

the function
λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
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is univalent in the unit disc D, and

q1(z) +
λzq′1(z)

p(b+ 1)
≺ λ

p

(
Js,b(f)(z)

zp

)
+
p− λ

p

(
Js+1,b(f)(z)

zp

)
≺ q2(z) +

λzq′2(z)

p(b+ 1)
, (34)

then

q1(z) ≺
Js,b(f)(z)

zp
≺ q2(z),

and q1 and q2 are, respectively, the best subordinant and the best dominant of (34).

Theorem 4.7. Let q1 and q2 be two convex functions in D with q1(0) = q2(0) = 1, let

µ, γ ∈ C∗, and let σ,Ω, ν, η ∈ C with ν + η ̸= 0 and Re
σ

γ
> 0. Let f ∈ A(p) and suppose

that f satisfies the next conditions:

ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp
̸= 0, z ∈ D,

and [
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

∈ H[1, 1] ∩Q.

If the function ψ given by (25) is univalent in D, and
σq1(z) + γzq′1(z) ≺ ψ(z) ≺ σq2(z) + γzq′2(z), (35)

then

q1(z) ≺
[
ν Js+1,b(f)(z) + η Js,b(f)(z)

(ν + η)zp

]µ

≺ q2(z),

and q1 and q2 are, respectively, the best subordinant and the best dominant of (35). (All
the powers are the principal ones.)
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