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A PREDICTOR-CORRECTOR SCHEME FOR SOLVING NONLINEAR DELAY
DIFFERENTIAL EQUATIONS OF FRACTIONAL ORDER

SACHIN BHALEKAR, VARSHA DAFTARDAR-GEJJI

ABSTRACT. Adams-Bashforth-Moulton algorithm has been extended to solve delay dif-
ferential equations of fractional order. Numerical illustrations are presented to demonstrate
utility of the method. Chaotic behaviour is observed in one dimensional delayed systems
of fractional order. We further find the smallest fractional order for the chaotic behaviour.
It is also observed that the phase portraits get stretched in some cases as the order of the
derivative is reduced.

1. INTRODUCTION

Due to its applicability in a variety of fields Fractional Calculus (FC) is receiving im-
portance in various branches of Science and Engineering. Unlike ordinary derivative op-
erator, fractional derivative operator (FDO) is non-local in nature. Due to non-local nature
of FDO, it can formulate processes having memory and hereditary properties. Fractional
calculus is finding applications especially in viscoelasticity, anomalous diffusion process,
electrochemistry, fluid flow and so on [4, 17, 18].

Delay differential equation (DDE) is a differential equation in which the derivative of
the function at any time depends on the solution at previous time. Introduction of delay in
the model enriches its dynamics and allows a precise description of the real life phenomena.
DDEs are proved useful in control systems [8], lasers, traffic models [3], metal cutting,
epidemiology, neuroscience, population dynamics [11], chemical kinetics [7] etc. Even in
one dimensional systems interesting phenomena like chaos are observed (cf. Example 1).
In DDE one has to provide history of the system over the delay interval [−τ, 0] as the initial
condition. Due to this reason delay systems are infinite dimensional in nature.

Because of infinite dimensionality the DDEs are difficult to analyse analytically [9] and
hence the numerical solutions play an important role.

Existence and uniqueness theorems on fractional delay differential equations are dis-
cussed in [1, 10, 14, 15]. In this paper we extend the fractional predictor-corrector scheme
to solve DDEs of fractional order. Some numerical examples are presented to explain the
method.
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2. PRELIMINARIES

2.1. Fractional calculus. We present in this section some basic definitions and properties
[13, 17, 18].

Definition 2.1. A real function f(t), t > 0 is said to be in space Cα, α ∈ ℜ if there exists
a real number p (> α), such that f(t) = tpf1(t) where f1(t) ∈ C[0,∞).

Definition 2.2. A real function f(t), t > 0 is said to be in space Cm
α , m ∈ IN

∪
{0} if

f (m) ∈ Cα.

Definition 2.3. Let f ∈ Cα and α ≥ −1, then the (left-sided) Riemann-Liouville integral
of order µ, µ > 0 is given by

Iµt f(t) =
1

Γ(µ)

∫ t

0

(t− τ)µ−1f(τ) dτ, t > 0. (1)

Definition 2.4. The (left sided) Caputo fractional derivative of f, f ∈ Cm
−1,m ∈ IN

∪
{0},

is defined as:

Dµ
t f(t) =

dm

dtm
f(t), µ = m

= Im−µ
t

dmf(t)

dtm
, m− 1 < µ < m, m ∈ IN. (2)

Note that for m− 1 < µ ≤ m, m ∈ IN,

Iµt D
µ
t f(t) = f(t)−

m−1∑
k=0

dkf

dtk
(0)

tk

k!
, (3)

Iµt t
ν =

Γ(ν + 1)

Γ(µ+ ν + 1)
tµ+ν . (4)

2.2. Predictor-corrector scheme for fractional differential equations. The numerical
methods used for solving ODEs can not be used directly to solve fractional differen-
tial equations (FDEs) because of nonlocal nature of the FDO. A modification in Adams-
Bashforth-Moulton algorithm is proposed by Diethelm et al. in [5, 6] to solve FDEs.

Consider the initial value problem (IVP)

Dα
t y(t) = f (t, y(t)) , 0 ≤ t ≤ T, (5)

y(k)(0) = y
(k)
0 , k = 0, 1, · · · ,m− 1, α ∈ (m− 1,m], (6)

where f is in general a nonlinear function of its arguments. The IVP (5)–(6) is equivalent
to the Volterra integral equation

y(t) =
m−1∑
k=0

y
(k)
0

tk

k!
+

1

Γ(α)

∫ t

0

(t− τ)
α−1

f (τ, y(τ)) dτ. (7)

Consider the uniform grid {tn = nh/n = 0, 1, · · · , N} for some integer N and h :=
T/N . Let yh(tn) denote the approximation to y(tn). Assume that we have already cal-
culated approximations yh(tj), j = 1, 2, · · · , n and want to obtain yh (tn+1) by means of
the equation [5, 6]

yh (tn+1) =
m−1∑
k=0

tkn+1

k!
y
(k)
0 +

hα

Γ(α+ 2)
f
(
tn+1, y

P
h (tn+1)

)
+

hα

Γ(α+ 2)

n∑
j=0

aj,n+1f (tj , yn (tj))

(8)
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where

aj,n+1 =

 nα+1 − (n− α)(n+ 1)α, if j = 0,
(n− j + 2)α+1 + (n− j)α+1 − 2(n− j + 1)α+1, if 1 ≤ j ≤ n,
1, if j = n+ 1.

(9)

The preliminary approximation yPh (tn+1) is called predictor and is given by

yPh (tn+1) =
m−1∑
k=0

tkn+1

k!
y
(k)
0 +

1

Γ(α)

n∑
j=0

bj,n+1f (tj , yn (tj)), (10)

where

bj,n+1 =
hα

α
((n+ 1− j)

α − (n− j)
α
) . (11)

Error in this method is

maxj=0,1,··· ,N |y(tj)− yh(tj)| = O(hp), (12)

where p = min (2, 1 + α).

3. MAIN RESULTS

In this section, we modify the Adams-Bashforth-Moulton predictor-corrector scheme
described in Section 2.2 to solve delay differential equations of fractional order (FDDE).
Consider the following FDDE

Dα
t y(t) = f (t, y(t), y(t− τ)) , t ∈ [0, T ] , 0 < α ≤ 1 (13)
y(t) = g(t), t ∈ [−τ, 0] . (14)

Consider a uniform grid {tn = nh : n = −k,−k + 1, · · · ,−1, 0, 1, · · · , N} where k and
N are integers such that h = T/N and h = τ/k. Let

yh (tj) = g (tj) , j = −k,−k + 1, · · · ,−1, 0 (15)

and note that

yh (tj − τ) = yh (jh− kh) = yh (tj−k) , j = 0, 1, · · · , N. (16)

Suppose we have already calculated approximations yh (tj) ≈ y (tj),
(j = −k,−k + 1, · · · ,−1, 0, 1, · · · , n) and we want to calculate yh (tn+1) using

y (tn+1) = g(0) +
1

Γ(α)

∫ tn+1

0

(tn+1 − ξ)
α−1

f (ξ, y(ξ), y (ξ − τ)) dξ. (17)

Note that equation (17) is obtained by applying Iαtn+1
on both sides of (13) and using (14).

We use approximations yh (tn) for y (tn) in (17). Further the integral in equation (17) is
evaluated using product trapezoidal quadrature formula. The corrector formula is thus

yh (tn+1) = g(0) +
hα

Γ(α+ 2)
f (tn+1, yh (tn+1) , yh (tn+1 − τ))

+
hα

Γ(α+ 2)

n∑
j=0

aj,n+1f (tj , yh (tj) , yh (tj − τ))

= g(0) +
hα

Γ(α+ 2)
f (tn+1, yh (tn+1) , yh (tn+1−k))

+
hα

Γ(α+ 2)

n∑
j=0

aj,n+1f (tj , yh (tj) , yh (tj−k)) , (18)
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where aj,n+1 are given by (9). The unknown term yh (tn+1) appears on both sides of (18)
and due to nonlinearity of f equation (18) can not be solved explicitly for yh (tn+1). So we
replace the term yh (tn+1) on the right hand side by an approximation yPh (tn+1), called
predictor. Product rectangle rule is used in (17) to evaluate predictor term

yPh (tn+1) = g(0) +
1

Γ(α)

n∑
j=0

bj,n+1f (tj , yh (tj) , yh (tj − τ))

= g(0) +
1

Γ(α)

n∑
j=0

bj,n+1f (tj , yh (tj) , yh (tj−k)) , (19)

where bj,n+1 is given by (11).

4. ILLUSTRATIVE EXAMPLES

Example 4.1. Consider a fractional order version of the DDE given in [21]

Dα
t y(t) =

2y (t− 2)

1 + y (t− 2)
9.65 − y(t), (20)

y(t) = 0.5, t ≤ 0. (21)

We have taken the step size h = 0.01 in this example. Fig. 1(a) shows the solution y(t)
of system (20)–(21) for α = 0.97, whereas Fig. 1(b) shows phase portrait of the system i.e.
plot of y(t) versus y(t− 2) for the same value of α. It may be observed from these figures
that the system shows aperiodic (chaotic) behaviour. In the following experiments we have
decreased the value of α and observed that the system becomes periodic for α < 0.87.
The periodic behaviour of the system can be observed in Fig. 1(c) and 1(d) where we have
considered α = 0.85.
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Fig.1(a): α = 0.97 Fig.1(b):α = 0.97
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Fig.1(c):α = 0.85 Fig.1(d): α = 0.85

Example 4.2. In this example we consider the fractional order version of the four year life
cycle of a population of lemmings[20]

Dα
t y(t) = 3.5y(t)

(
1− y (t− 0.74)

19

)
, y(0) = 19.00001, (22)

y(t) = 19, t < 0. (23)

Fig. 2(a) shows the evolution of the system (22)–(24) for α = 0.97. Plot of y(t) versus
y(t − 0.74) is drawn in Fig. 2(b) for the value α = 0.97. It is observed that the phase
portrait gets stretched as the value of α decreases. This stretching is towards positive side
of the axes. Figs. 2(c), 2(d), 2(e) and 2(f) show the stretching phenomena for the values
α = 0.90, 0.87, 0.83, 0.765 respectively.
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Example 4.3. Consider fractional version of four dimensional enzyme kinetics with an
inhibitor molecule [16]

Dα
t y1(t) = 10.5− y1(t)

1 + 0.0005 y34 (t− 4)
, (24)

Dα
t y2(t) =

y1(t)

1 + 0.0005 y34 (t− 4)
− y2(t), (25)

Dα
t y3(t) = y2(t)− y3(t), (26)

Dα
t y4(t) = y3(t)− 0.5 y4(t), (27)

y(t) = [60, 10, 10, 20]
T
, t ≤ 0. (28)

For 0.88 < α ≤ 1, the height of oscillations of yi(t) (1 ≤ i ≤ 4) increases as t in-
creases. For α < 0.88 the system settles down for sufficiently large t. Figs. 3(a), 3(b)
show the solutions yi(t) for α = 0.95 and α = 0.83 respectively.
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5. CONCLUSIONS

Adams-Bashforth-Moulton method is extended to solve fractional differential equations
involving delay. Some interesting fractional delay differential equations arising in Biology
have been solved. It is observed that even one dimensional delayed systems of fractional
order show chaotic behaviour, and below some critical order, the system changes its nature
and becomes periodic. In some cases it is observed that the phase portrait gets stretched as
the order of the derivative is reduced.

Acknowledgements

V. Daftardar-Gejji acknowledges the Department of Science and Technology, N. Delhi,
India for the Research Grants [Project No SR/S2/HEP-024/2009].

REFERENCES

[1] M. Benchohra, J. Henderson, S.K. Ntouyas and A. Ouahab, Existence results for fractional order functional
differential equations with infinite delay, J. Math. Anal. Appl., 338, 1340–1350, 2008.

[2] W. C. Chen, Nonlinear dynamics and chaos in a fractional-order financial system, Chaos, Solitons and
Fractals, 36, 1305–1314, 2008.

[3] L. C. Davis, Modification of the optimal velocity traffic model to include delay due to driver reaction time,
Physica A, 319, 557–567, 2002.

[4] L. Debnath, Recent applications of fractional calculus to science and engineering, International Journal of
Mathematics and Mathematical Sciences, 2003(54), 3413–3442, 2003.

[5] K. Diethelm, N. J. Ford and A. D. Freed, A predictor-corrector approach for the numerical solution of
fractional differential equations, Nonlinear Dynamics, 29, 3–22, 2002.

[6] K. Diethelm, An algorithm for the numerical solution of differential equations of fractional order, Elec.
Trans. Numer. Anal., 5, 1–6, 1997.

[7] I. Epstein and Y. Luo, Differential delay equations in chemical kinetics. Nonlinear models: the cross-shaped
phase diagram and the Oregonator, J. Chem. Phys., 95, 244–254, 1991.

[8] E. Fridman, L. Fridman and E. Shustin, Steady modes in relay control systems with time delay and periodic
disturbances, J. Dyn. Sys., Meas., Control, 122, 732–737, 2000.

[9] J. K. Hale and S. M. V. Lunel,Introduction to Functional Differential Equations, Applied Mathematical
Sciences, no. 99, Berlin, Springer-Verlag, 1993.

[10] J. Henderson and A. Ouahab, Fractional functional differential inclusions with finite delay, Nonlin. Anal.
70, 2091–2105, 2009.

[11] Y. Kuang, Delay Differential Equations with Applications in Population Biology, Academic Press, Boston,
San Diego, New York, 1993.



8 SACHIN BHALEKAR, VARSHA DAFTARDAR-GEJJI JFCA-2011/1

[12] C. Li and G. Peng, Chaos in Chen’s system with a fractional order, Chaos Solitons Fractals, 22, 443–450,
2004.

[13] Y. Luchko and R. Gorenflo, An operational method for solving fractional differential equations with the
Caputo derivatives, Acta Math Vietnamica, 24, 207–233, 1999.

[14] T. A. Maraaba, F. Jarad and D. Baleanu, On the existence and the uniqueness theorem for fractional dif-
ferential equations with bounded delay within Caputo derivatives, Sci. China Ser. A 51(10), 1775–1786,
2008.

[15] T. A. Maraaba, D. Baleanu and F. Jarad, Existence and uniqueness theorem for a class of delay differential
equations with left and right Caputo fractional derivatives, J. Math. Phys. 49(8), [article number: 083507],
2008.

[16] M. Okamoto and K. Hayashi, Frequency conversion mechanism in enzymatic feedback systems, J. Theoret.
Biol., 108(4), 529–537, 1984.

[17] I. Podlubny, Fractional differential equations, Academic Press, 1999.
[18] S. G. Samko, A. A. Kilbas and O. I. Marichev, Fractional Integrals and Derivatives: Theory and Applica-

tions, Gordon and Breach, Yverdon, 1993.
[19] L. J. Sheu, H. K. Chen, J. H. Chen and L. M. Tam, Chaos in a new system with fractional order, Chaos,

Solitons and Fractals, 31, 1203–1212, 2007.
[20] L. Tavernini, Continuous - Time Modeling and Simulation, Gordon and Breach, Amsterdam, 1996.
[21] D. R. Wille and C.T.H. Baker, DELSOL - a numerical code for the solution of systems of delay- differential

equations, Appl. Numer. Math., 9, 223–234, 1992.

SACHIN BHALEKAR

DEPARTMENT OF MATHEMATICS, SHIVAJI UNIVERSITY, KOLHAPUR - 416004, INDIA.
E-mail address: sachin.math@yahoo.co.in

VARSHA DAFTARDAR-GEJJI

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF PUNE, PUNE - 411007, INDIA

E-mail address: vsgejji@math.unipune.ac.in, vsgejji@gmail.com


